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AnHoTanust VccnenoBaHsl U pa3paOoTaHbl HAYYHO-METOJI0JIOTHYECKUE OCHOBBI ONTUMANIbHOH MIECHTU(DHUKALIUK MHUKPOOOBEKTOB €
MPUMEHEHHEM TPAJUIHOHHBIX W TaycCOBOM (HIbTpalUM, MeIHaHHOTO (HIbTpa, (GWIBTPOB, OCHOBAaHHBIX Ha OBICTPOM
npeobpazoBanun Pypwe (BIID), BeiiBner — mnpeobpasoBanuii (BII), caBur — mpeoOpa3oBaHHi, MEXaHH3MOB, HCIIOJB3YIOMIUX
TeOMETPUYECKHE, CIeHU(PHUIeCKUe OCOOCHHOCTH CTaTUCTUYECKUX, IUHAMHYECKHX CBOWCTB HMH(pOpPMAIMU B H300pPaKCHUSIX.
IIpennoskeHsl MEXaHU3MBI ONTHMM3ALMH HMACHTU(GUKALUM MHKPOOOBEKTOB, OOJIANAIOMIMX IMPEUMYIIECTBAMU IIPU CHWKEHUH
CJIOXHOCTH, TPYyJIOSMKOCTH aHaNU3a CTPYKTYpbl U 00paOOTKH MH(GOPMALMH, BBISIBICHHH U CEIMEHTAIIMH KOHTypa M300paXKeHHs,
WCHOJNB30BAHUYM JUHAMHUKH pOCTa, BH3yalbHOTO pasTPaHWYCHHS, W3BJICYCHUH BHYTPEHHHX OCOOEHHOCTEHl M CBOICTB,
anMpOKCUMAlLUH, CIIKUBAHUN, HHTEPIIpETalui 00beKkToB. McclieoBan n pean30BaH MEXaHH3M, KOTOPBII BBIIIOJIHACT CIEAYyIOLINe
(YHKIUH: BBIPABHUBACT CPE3bI TUCTOJIOTHH; HAXOUT KOHTYpa 00bEKTOB, HA0Op YPOBHEH, TOPOTH, COUYETACT CErMEHTAIIUH, TPOBOAUT
peructpanuu, hopMupyet rpad) ImoucKa, BHIIOJHICT allPOKCUMAIMK Ha OCHOBE BEHBIIET, CIBUIOBBIX U JIPYTUX MpeoOpa3oBaHMi,
OIpesieIsieT MapaMeTpbl, NMPOU3BOAUT IBETOBOE KOIMPOBAHHE M IBETOBYIO BU3YalM3alMI0 MHUKpOOOBEKTOB. [IpoTecTHpoBaHbI
peanu3aliy aaropuTMOB U IPOrpaMMHBIX MOJyJIeH POrpaMMHOTO KOMIUIEKCA HISHTU(HUKALIMY, PACIIO3HABAHUS U KJIACCU(DUKALIN
MHKpPOOOBEKTOB, B YaCTHOCTH KIJICTOYHBIX 3JEMEHTOB BOCHAIMTEIBbHOTro psina (($pubpobiaactoB, GUOpOIMTOB) OONE3HH JIETKUX.
OLeHMBANKMCh MPU3HAKK XPOHUYECKOTO BOCIAJICHHS — HAJIWYHE THTaHTCKUX KIETOK. Pa3paboTaH NporpaMMHBIA KOMIUIEKC
BU3YaJIM3alMH, PACTIO3HABAHUS, KJIACCU(PUKALUK H300paKEHUH NBIIBLEBBIX 3€PEH, peaIu3ali KOTOPOTo MPOTECTUPOBAHEI ¢ yYETOM
YCIIOBHI allpMOPHON HEJIOCTATOYHOCTH, NTAPAMETPUUECKON HEOTPEAEICHHOCTH U HECTALHOHAPHOCTH TIPOIIECCOB.

KoroueBble ciioBa: m300paxkeHHE, NBUIBIEBBIE 3¢pHA, HACHTH(UKAIMA, 00paboTKa HH(OPMAIMH, NOTPEIIHOCTh, MEXaHH3MEI
KOHTPOJIS.
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Abstract Researched and developed scientifically and methodologically foundations for optimal identification of micro-objects using
traditional and Gaussian filtering, median filter, filters based on fast Fourier transform, wavelet transforms, shift transforms,
mechanisms using geometric, specific features, statistical, dynamic properties of image information. Mechanisms for optimizing the
identification of micro-objects are proposed that have advantages in reducing the complexity and laboriousness of analyzing the
structure and processing information, identifying and segmentation of the image contour, using the dynamics of growth, visual
differentiation, extracting internal features and properties, approximation, smoothing, and interpretation of objects. A mechanism has
been investigated and implemented that performs the following functions: aligns histology slices; finds contours of objects, a set of
levels, thresholds, combines segmentation, conducts registrations, forms a search graph, performs approximations based on a wavelet,
shear, and other transformations, determines parameters, performs color coding and color visualization of micro-objects. The
implementations of algorithms and software modules of the software complex for identification, recognition and classification of
micro-objects, in particular, cellular elements of the inflammatory series (fibroblasts, fibrocytes) of lung disease, have been tested.
The signs of chronic inflammation were assessed - the presence of giant cells. A software package for visualization, recognition,
classification of images of pollen grains has been developed, the implementations of which have been tested taking into account the
conditions of a priori insufficiency, parametric uncertainty and nonstationarity of processes.

Keywords: image, pollen grains, identification, information processing, error, control mechanisms.
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1. Intoduction

Of great importance is the study of methods for digital processing of images of micro-
objects, in particular, the development of practical applications related to the recognition of
pollen grains, unicellular microorganisms, pictures of useful minerals in the rock mass, which
are in great demand in palynology, medicine, ecology, biology, mining technology and others
[1,2,4,6].

Recognition and classification of micro-objects, in turn, are associated with the
optimization of image identification based on the use of mechanisms that eliminate the noise
component - interference, "debris" in the composition of pollen, contrast defects, brightness,
which are implemented using numerical modeling, geometric, morphological, texture analysis,
as well as using mechanisms for extracting statistical, dynamic and specific characteristics of
images [7, 8, 9, 10, 11].

This study is devoted to the development of methods and technology for the
identification of micro-objects using the fast Fourier transform (FFT), wavelet transforms
(WT), shear mechanisms based on the use of Gaussian transformations with mechanisms for
using geometric, specific features, statistical, dynamic properties of information about images,
and also mechanisms using structural connections, functions, factors of influence on the process
of recognition of micro-objects [14, 15-20].

The proposed technology for identifying micro-objects has advantages in reducing the
complexity and laboriousness of structure analysis and image processing, identifying and
segmentation of the contour, using growth dynamics, visual differentiation, extracting internal
features and properties, increasing the accuracy of approximation, smoothing, and image

interpretation.

2. Main part

2.1. Constructive approaches, principles and methods for optimizing the identification of
images of micro-objects

When solving problems of identification, recognition and classification of micro-
objects, microscopic digital photography, scanning electron microscopy are used, in the images
of which defects appear caused by the presence of noise, "debris", uneven contrast, low

brightness leading to a decrease in the accuracy of image identification.
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To reduce the systematic identification error, the following trivial mechanisms are used:
control based on the extraction of statistical parameters - mathematical expectation, variance,
correlation function, distribution laws; noise reduction; brightness settings; alignment and
contrast correction. The proposed mechanisms include dynamic models, algorithms, rules for
extracting and using the properties of information and images of micro-objects when optimizing

the values of the determining parameters. In figure 1 shows a graphical principle of control of

the systematic error in image identification by function »~ f® by isolating real random and

constant components.

random

N\ systematic

2 » Figure 1. Error Control Principle.

Mechanisms with multiple measurements, obtaining arithmetic mean values of error,
variance, and distribution laws are also used. A digital image presented in a coordinate space is
viewed by a three-component and two-dimensional signal. Each LxM image element

represents a vector
C(l,m) = [R(l,m),G(1,m), B(I,m)],

where /- line number; m - column number / € [0,L-1], me [O,M —1]; R(l,m), G(I,m), B(l,m)
- element components with coordinates (Z,m).

In the study, the following generalizations of the statistical parameters of the image
information are indicated:

R(l,m)- mathematical expectation, variance, correlation function;

G(l ,m) - law of distribution, noise reduction, brightness;

B(l,m) - image contrast alignment and correction.

The function of the distance between two vectors numbered i and j is introduced,

cr-C

3
which is given in the form d; = HCI. -C ]H = (Z 7) , ' - vector component number; ¥
7 n=1
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- euclidean distance characteristic d,; = HCi -C /H = \/ (Ri -R, )2 + (G,. -G j)z + (B,. -B j)z . The
input vector in the sliding filtering window 1is given by W= {CO,Cl,...,Cp_l} ,
C,=(R.,G,B,)icl0,p-1].

Mechanisms that perform the following functions have been investigated and
implemented: alignment of histology slices; finding the contour of selected local areas of
objects, forming a set of points of image texture levels, determining thresholds, combining
segmentation procedures, forming a search graph, performing approximation, wavelet-shift and
other transformations, producing color coding and visualizations, determining model
parameters. The features of the mechanisms are the use of geometric, statistical, specific,
dynamic characteristics of images and properties of information. Due to the application of this
approach to image processing, mechanisms have advantages in reducing the complexity,
laboriousness of structure analysis and information processing, image segmentation, the use of
growth dynamics, visual differentiation, extraction of internal features and properties, and
interpretation of objects.

An image identification mechanism with a median filter is proposed, which suppresses
the high frequencies of the systematic error in image identification, causing blurring of edges
and textures. The structure of the systematic identification error includes errors due to errors in
input, transmission, processing of information; errors associated with the effects of noise, blur
and other nature of defects on the image. We have obtained analytical expressions for estimates
of the systematic identification error for various models, in particular, biquadratic, polynomial,
statistical, regression dynamic models. The obtained results of the study involve mathematical
expressions for estimates of error probabilities, simplified estimates of mathematical
expectation, variance, autocorrelation functions, and other parameters. The results obtained are
used to assess the qualitative characteristics of the recognition and classification of micro-

objects. In the filtering window, the minimum 7, , the maximum value of 7/, and the median

min *

value of 7, are determined. If the conditions are met

; Ay=1,,-1.. 3 4>0 and 4, <0,

me max
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then the element of the central window 7,

is filtered, i.e. the value of the median is greater
than the minimum and less than the maximum values in the window.

The ability of the median filter to suppress noise in images is expanded using hard and
soft thresholds by determining the mean, Gaussians, medians, etc. These mechanisms preserve
the sharpness of the boundaries of contrasting objects, replace the intensity value of the contour
points with pixels in the vicinity of the median, and show the best performance in suppressing
noise.

The possibility of the vector median filtering mechanism (VMF), which ensures the
preservation of information about the contours of objects, and also uses the most important

features when detecting objects, has also been investigated. Mathematically, such a filter is

given by the equation

Inew(‘x’y)zmed med {]old(kx’ky)}’

(kv.ky JeK o,

where 7, and [, ,—new and old values of the spectrum of pixels of the image; K, —kernel

window with dimensions K, x K, , centered at (x, y).

It was determined that the mechanism with VFM shows the best performance, preserves
the clarity of the boundaries of contrasting objects, replaces the intensity values of points with
pixels in the vicinity of the median.

To suppress additive noise, a Gaussian filtering mechanism is considered, which is
given by the equation

Lo(oy)= 3 Y G(dedy)-1,(x+dx, y+dy),

dy=—RH dx=—RW

where G — Gaussian function; RH and RW - constants that determine the rank of the filter
vertically and horizontally.

When you want to specify the Gaussian equation in a two-dimensional dimension, then
the product of two Gaussians in a one-dimensional dimension is performed.

Images can have low, high brightness and contrast. In this regard, it is recommended to
use the mechanism for identifying images with a wavelet - the Retinex transformation in the
HSV color space, which allows you to speed up the calculations. At the same time, in four

image areas LL HL, LH and HH, alternating one-dimensional wavelet is formed -
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transformation of rows and columns. To improve contrast, brightness distribution, equalization
of histograms, Retinex filters with a mechanism for extracting linear and nonlinear features
(edges, borders, contours of objects), as well as Sobel, Prewitt, Roberts, Canny with logical and
shear transformations can be used [21, 22, 23-30].

A mechanism has been investigated and implemented that performs the following
functions: aligns histology slices; finds contours of objects, a set of levels, thresholds, combines
segmentation, conducts registrations, forms a search graph, performs approximations based on
wavelet, shear and other transformations, determines parameters, performs color coding and
color visualization of micro-objects.

At the same time, geometric, textural, morphological characteristics, edge maps in the
image area are selected and used. Sets the nature of noise, dynamic range and many other details
that negatively affect the results of image filtering.

The mechanism uses stretch ratio setting operators that are based on range limit,

distribution center shift, zero alignment. At the output, the brightness of /,, is adjusted, which

is set by pixels in a given range [/,, and the results of solving the equation are

used[1,3,5,9, 12, 13]

Ryse (x, b ‘7) —a, (RMSR (O-))
maX(RMSR (O-)) —min(Ry, O-)))

[MSR(xLy’O-):CZ(( ,Pr.ITR—Fka[ﬁvetJ’

where kg, —is the default luminance bias factor of &, =127 CI() — function of cutting off

values outside the desired range.
A set of 2D images presented to the filtering mechanism with a center "zero" and with

a square deviation o

1 x4y’ *x2+§2
Glx,y)=- 1- e 2 .
( y) o’ { 207
The image identification mechanism with filtering performs the following functions:
anti-aliasing; Search; suppression of "false" peaks; threshold filtering.

The possibility of the P Y, €L, (Rz) function of the mechanism is extended by

a,s,t?

the inclusion of operators of expansion, shift, transformation in the form
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3
Y, . (x) =a 4‘P(A(;ISS’1 (x - t)),
where ¢ € R* — broadcast; 4, — matrix of scaling or expansion; S, - shift matrix, which are

determined by the equation

where a e R and seR.

The scale of 4, dilatation along two axes is controlled. In this case, the S, shift matrix

3
determines the orientation. The normalization factor a * is set, which guarantees H‘I’a y

=[]

Let us present the results obtained in the development of constructive approaches,
principles and methods for optimizing the identification of images of micro-objects using the

mechanisms of discrete Fourier transform, segmentation and filtering.

2.2. Filtering mechanism based on discrete fourier transform

Let the (um’n) image be specified on the 0<m <M —1,0<n <N -1 plane, and the

filtering mechanism with the function
SH(f i lsm)= (£, ¥, 1,.)-

This function for a fixed scale and all possible values of the shift and displacement

parameters is given in the form

ka1

o= 2 3 SH, (f(7*.k,m))

k=0 m=0

where SH, - shift factor for the j* scale; rotation (orientation) & and displacement m ; k
— maximum number of turns; m_, — maximum displacement value.

Discrete Fourier transform (DFT) forall 0< A<M —1 and 0</< N -1 is given as [9,
10]
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And the inverse discrete Fourier transform (IDFT) (u,,),, 1s given for all

0<k<M-1and 0</< N -1 in the form

When noise interference is represented by a normalized two-dimensional Gaussian

. . _y o 1 x4+ 2 .
function with a deviation of o, then it is given as, G, (x, y) = Py exp{— 2_2)/ , and its
o o

2 2
transformation in the form G, (y, u) = exp(— ’uz#j . The convolution of the image with the
o

Gaussian (um’n), 0<m<M-1,0<n<N-1 and the interpretation of each u,, on the
G= {(m,n), 0<m<M-1,0<n<N- 1} grid is given in the form of the following polynomial

—1 N-1

M-AN-L 2immx 2im
“(an’)=Z6[§)uk,zeXP[ v )exp( Nyj'

—

Interpolating (u,,,),,, onthe grid G, u - representation of the limited band image. The

convolution of a polynomial with a Gaussian kernel is given in the form

MAINST 2mc 27 MAIN- 27k 27 ) . 2mk  2d
G, *u= u,,G, *exp(zvx+17yj =) Z(Ga(ﬁ,wjuwjexp(zﬁx+zﬁy],

k=0 [=0

j - DFT coefficients of convolution of the image, estimated at the

frequency ,

The mechanism of filtering with a shift transform is investigated, based on the forward

and inverse Fourier transforms, which expand as

A

where ¥ — Fourier transform; ¥ — one-dimensional wavelet; ‘¥, — any non-zero square-

integrable function.

Discretization of the parameter ! on a rectangular grid is performed as
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Jo= {%logz max{M,N}} .
The spread and shift operators are specified by the following parameters:

a, =27 I

. :F,j:O,...,jO—l, S, =k27, =2/ <k<2/,

Ly :[%’%l meG, G= {(mlamz)}’ my =0,..M -1, m, =0,.,N-1I.

And the function itself in the form
)=, ) 45 )|
J? 2
2.3. Hybrid image segmentation and filtering engine
The points of the contour of the image are given by the distribution of the probability of

the appearance of the p(i)=%, x; 20, Yrx =1, x, - i-th point of the contour;

X =[x,,%,,...,X,,...,x, ] - the number of points of the contour.

When a sequence of contour points are set by pixels, then they are divided into parts of
the C, - front and C, - background with a threshold for differentiating ¢, C, - pixel within
[L,2,...,7], C, —pixel within [ +1,...,L], L - intensity of gray-level image dots within [1,2,...,L]
, p(i) is the probability of the appearance of gray-level dots x,, X =x, +x, +...+x, /L is the

average number of points.

A mechanism for image identification with threshold contour segmentation and
clustering based on C - average is proposed. The probability of occurrence of a point of a given

class and average is given by the ratios:

Wo :W(t):Zlep(i); W =1—W(t)=ZI.L=H1p(i);
_ Lip(i)_L. _~L ip;(l')_ 1 Lo
My =20 w, = W(l‘)’ =200 W, _l—w(t)2i=’+llp(l)'

N.N. Kymanos, P.A. Capapos, O.U. [lzxymanos | Kourpounb norpenrHocreii naeHTHGUKAINT U GUIBTPALNH U300pakeHU
MHMKPOOOBEKTOB

117



IIT Beepoccuiickas HayyHasi KOH(pepeHIHA
MEKAYHAPOAHBIM yYacTHEM

«Hayka, TeXHOJIOrHH, 0011[eCTBO: JDKO0JIOrHYeCKU
yKa, » I 6 (2022)

HHKMHUPHHT B HHTepecaX YCTOHYNBOr0 Pa3BUTHS
Tepputopuin» (HTO-III) npu noagep:kke
KpaeBoro ¢ponga Hayku

The overall average is given as g, = Y-, i p(i), the probability of the overall mean is
defined as u, = wyu, + wiu,, w,, u, — the probabilities of the foreground and background
areas, probabilities g, g, p, - middle foreground, phono, the entire image level. The
maximum threshold #* is chosen in the form #*=argmaxo,, 1<t < L. Between the classes

C, and C,, this value is specified as o, = w, (1, — 1, ) +w (14, — 1, )’ . Determined that the
value median was found to be a reliable estimate compared to the mean level gray. For class
C, (k=0orl).

In the considered mechanism, the median value is taken as the ¢* threshold and the

distribution C,. The overall mean g, is replaced by the cumulative median m, for all level
gray. Similar to the average 4, value of all image points.
The average values g, and g, are replaced by the median levels m,, and m, of the front

C, and back C, parts of the image, respectively. The value o, of the two parts C, and C, is

rewritten as o = w,(m, —m, ) +w,(m, —m, ), and the threshold ¢* is selected based on the

maximization condition
t*=argmaxo,, | <t<L.

The results are also obtained on the identification mechanism with segmentation and
filtering. For optimization, the edges of the image outline are determined. The original image
is anti-aliased using the Canny filter. For each pixel of the points of the image contour, the
magnitude and direction of the gradient are determined. Boundary pixels (extreme pixels) are
selected, which are considered boundary pixels if the gradient value is greater than that of two
adjacent pixels.

To improve the accuracy of image identification with segmentation and filtering, DWT
is used and matrixes of interaction of points are compiled using the operator for extracting
features and features of the input image. DWT coefficients are analyzed by calculating 13
statistical values.

The best classification accuracy of image identification is achieved with an offset

operator of [2 0] and [2 0, 0 2].
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The joint distribution of contour points at the operator of displacement (dx, dy) of an

image (I ) of size N x M is given in the form

v (1, if I(p,q)=i and I(p+dx,q+dy)= ],
Cdx,dy(i,j)=22{0 (p.q) (p+dr,q+dy)=j
, otherwise.

p=lg=1

It is proved that the matrix of connections of points of the contour is effective in
statistical analysis.

It was determined that the implemented optimization mechanisms based on the discrete
Fourier transform, median filtering with brightness correction by almost 10% reduces the image
identification errors, mechanisms with hybrid segmentation, wavelet transforms, with color
coding and brightness correction allow reducing the image identification errors to 8%.

The required efficiency of identification, recognition, classification of micro-objects is
achieved through the use of mechanisms for the detection and use of statistical, dynamic,

histological, specific characteristics of images.

2.4.  Experimental research results

The experimental study is aimed at testing the implemented algorithms and software
modules of the developed software complex for identification, recognition and classification of
micro-objects, in particular, medical research of cellular elements of the inflammatory series
(fibroblasts, fibrocytes) of lung disease. Scanning electron microscope Hitachi TH-3500 detects
fragments of implants. The signs of chronic inflammation were assessed - the presence of giant
cells. For this, more than 100 monochrome images are presented at various scales, which,
depending on the analyzed details, have different resolutions.

The resolution value ranges from 500x700 to 5120x3840 pixels. When preparing
samples of micro-objects, ultrathin sections and staining were performed.

The study consists in assessing tissue growth on the implant and determining the area
of collagen fibers, the number of erythrocytes, etc.

Histological data were obtained that characterize tissue changes after implantation of an
endo prosthesis based on titanium nickelide for 7, 14, 21 and 45 days.

Tables 1 show the values of characteristic parameters - brightness, such as mean value,

standard deviation before and after correction, obtained using the Retinex filter.
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Table 1. Brightness characteristics of histological images.

Images Before correction After correction
Average Deviation Average Deviation

1 204.22 15.73 190.03 12.43
2 22791 23.71 190.13 11.20
3 230.95 24.93 189.90 11.02
4 214.67 27.67 189.95 12.20
56,7 83.26 12.57 127.48 22.14
8-14 112.89 21.17 127.02 29.53
15-21 63.25 24.71 126.95 37.20
22-45 70.10 14.30 127.54 25.42

The range of the average value of the brightness of the images was first reduced, which
at the output of the mechanism is 0.24-0.46 units. A similar result is observed for images
obtained with a scanning electron microscope.

A significant increase in the accuracy of image identification is achieved with a
mechanism that uses shear transformation and color coding of images. Table 2 shows the results
of these experimental studies, which were obtained using the Mathlab application package. The
median filtering mechanism, taking into account the brightness correction by 12%, reduces
identification errors based on the identification and use of image features. The mechanism with
wavelet - transformation, color coding and brightness correction reduces image identification

errors from 12% to 8%.

Table 2. Luminance characteristics of electron microscope images.

Periods (days) Before correction After correction
Average Deviation Average Deviation

1 83.26 12.57 127.48 22.14

2 112.89 21.17 127.02 29.53

3 63.25 24.71 126.95 37.20

4 70.10 14.30 127.54 25.42
5,6,7 78.36-88.67 11.39-12.68 126.99-127.12  19.81-24.15
8-14 69.74-95.82 11.13-34.40 126.17-127.04 21.16-37.15
15-21 60.39-71.25 25.27-28.31 126.92-127.24  25.48-36.93
22-45 92.37-116.96  23.85-44.96 126.68-127.98 31.72-39.49

Table 3-4 shows the data of morphometric indicators of the identification error for the
main investigated parameters. The quantitative characteristics of the contour, the total area of
the implant, the contours and the proportion of tissue grown on the mesh were used. Estimates

are obtained with a color-coded filtering engine and a brightness correction
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Table 3. Estimation of the error of identification of morphometric parameters.

Median filter mechanism

Periods (days) court Callogenic fibers Elastic fibers

7 8.0% 2.8% 10.3%

14 10.5% 2.2% 8.1%

21 13.4% 3.6% 14.4%

45 7.3% 1.2% 8.5%
Color-coded wavelet transform engine

7 7.1% 2.5% 9.6%

14 9.6% 2.1% 7.6%

21 12.7% 3.4% 13.5%

45 7.1% 1.1% 7.9%

Mechanism with shift transformation, color coding, and brightness correction

7 6.7% 2.3% 9.2%

14 9.2% 2.0% 7.3%

21 12.1% 3.2% 12.9%

45 6.8% 1.0% 7.5%

Table 4. Measurement of growth rate and morphometric parameters.

Periods Objectarea  Growing area  Not growing Growth Not
(days) in pixels in pixels area in pixels rate growth
Color-coded wavelet transform engine
7 28277 19057 9220 67% 33%
14 40860 34364 6496 84% 16%
21 43322 38648 4674 89% 11%
45 51573 51397 176 98% 2%
Mechanism with shift transformation, color coding, and brightness correction
7 29253 20125 9128 69% 31%
14 42875 36667 6208 86% 14%
21 44396 39946 4450 90% 10%
45 53585 53328 257 99% 1%

3. Conclusions

The scientific and methodological foundations for the identification of images, in
particular of pollen grains, of unicellular medical objects, have been developed, which make it
possible to build a fundamentally new computer technology for visualization, recognition and
classification of micro-objects to significantly reduce the systematic error.

The technique is investigated and algorithms for traditional, Gaussian, median filtering
are developed, and filters with wavelet, shear, Fourier transforms are implemented. It was

determined that due to their use, the work of an expert-histologist, the processes of color coding
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and correction of the brightness of the points of the image contour, are significantly simplified,
and the use of time-consuming procedures of histological analysis is not required.

The developed software tools and algorithms are useful when processing large volumes
of visual data, using brightness correction mechanisms based on filtering technology. It has
been proved that the implemented software complexes for visualization, recognition and
classification of images allow you to more clearly see the details of the objects under study in
the images, evaluate tissue growth and express them with an average accuracy of 1-3%.

The developed software package increases the accuracy of image identification by two
orders of magnitude, the speed of information processing by an average of 3-7%, the quality of
noise filtering is achieved, as well as an increase in the contrast and brightness of the image.
The use of the developed identification optimization mechanisms makes it possible to increase
the accuracy of the choice of linear structures and the visual quality of the images of the micro-

objects under study.
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